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ABSTRACT 

 
Data is getting increased day by day. Usage of social networking sites, hospital administration, 

banking sectors, etc are some of the reasons for the huge volume of data generated. Data mining is a very 
effective process which helps to examine the data from various dimensions and it helps to make the data, 
useful information. This paper is about frequent pattern mining which helps to find out the frequent 
occurrence of data in a data set. Nowadays the data sets are not static and as a result, dynamic data sets are 
used to do the frequent pattern mining. Here, an approach of Modified Apriori algorithm is proposed. 
Different scenarios have been taken to consideration for mining frequent patterns. 
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INTRODUCTION 
 

We live in a world where data and information are getting increased day by day. Even though data 
and information sounds similar, both are having its own differences. Information regarding a particular area, or 
object or anything can be obtained from the available data. As the data gets increased in a rapid fashion it is 
necessary to mine these data in order to get useful information. Main theme of this work is mining frequent 
patterns. As the name implies, mining frequent patterns means extracting the patterns which occurs very 
frequently. Mostly, a collection of items will be always together like bread and butter or bread and jam etc. 
Mining frequent patterns helps to find out how the items are associated with each other or how the item is 
associated with the customer and how they are related.  

 
Association analysis 
 

Suppose the manager of the super market wants to know which items are frequently purchased 
together. An example of such a rule mined from the super market transaction database is: buys (A, “bread”)  
buys (A,”butter”) [support = 1%, confidence = 50%] 

 
According to the above rule, A represents customer. Support and confidence are the two other terms 

mentioned along with the rule. Support of 1% means that, 1% of all the particular transactions under the 
examination tells that bread and butter are bought together. Confidence of 50% means that, if a customer 
buys bread, and then there is a possibility of 50% that she will be buying butter also. 

 
This paper proposes a methodology, modified Apriori Algorithm, to find the frequent patterns from a 

dynamic dataset. Dynamic dataset means the dataset which is not a fixed one and it will be changed or getting 
updated every now and then. The modified Apriori algorithm, which is proposed in this paper, is another way 
of implementing Apriori algorithm[1]. As the transactions are read from the database, the so called items will 
be dynamically added and removed. If an item set has to be frequent, all of its subsets also must be frequent. 
This is an important fact of data mining. The methodology proposed in this paper depends on this fact. Now 
the examination has to be done in the item sets whose subsets are frequent. 

 
LITERATURE REVIEW 
 
DATA MINING 
 
 Data mining is the technique in which the data will be properly examined from all the dimensions and 
then it will be converted into a very useful piece of information [2]. Data mining is consumer centric and it 
helps to know, what customers’ tastes are and how they are going to buy items. 
 
 From a large database, it is very difficult to get the useful information which a user needs or an 
organization needs just after viewing the database. Data mining helps to extract useful information from large 
databases with the great ability to help the companies concentrate on the very important information from 
their large databases or data warehouses. With the help of data mining tools the current fashion and the 
working in the business will be understood and decisions can be taken accordingly. Data mining is able to tell 
the important things that are useful and it can even foresee what is going to happen next. Modeling is the 
name of the process in which the result of a particular situation will be known and this knowledge will be used 
to create the model for that situation and it will be applied to another situation in which the answer is not 
known. Data mining works under this technique, modeling. 
 
Mining Frequent Patterns 
 
 Mining frequent pattern is one of the data mining functionalities. This is what the paper is about also. 
From the name itself it is understood that frequent pattern means, the patterns which occurs repeatedly due 
to a particular similarity [3]. This mainly helps to find the regularity of the behavior of customers and this will 
be more understood if we take market basket analysis. Here, mostly the patterns are expressed in the form of 
association rules. 
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For example if a customer buys bread and jam, then she may also buy butter[4]. The frequent patterns are 
shown in table 1. 
 
Example for frequent item sets 
 
Transaction database: 
 
1 : {f,i,j}  
2 :  {g,h,i} 
 3 :  {f,h,j} 
 4 :  {f,h,i,j} 
 5 :  {f,j} 
 6 :  {f,h,i} 
 7 :  {g,h}  
8 :  {f,h,i,j} 
 9 :  {g,h,j}  
10 :  {f,i,j} 

 
 

1 item 2 items 3 items 

{f}: 7 {f,h}: 4 {f,h,i}: 3 

{g}: 3 {f,i}: 5 {f,h,j}: 3 

{h}: 7 {f,j}: 6 {f,i,j}: 4 

{i}: 6 {g,h}: 3  

{j}: 7 {h,i}: 4  

 {h,j}: 4  

 {i,j}: 4  

 
Table 1: Frequent Patterns 

APRIORI ALGORITHM 
 
 Apriori algorithm is the fundamental algorithm used for finding out the frequent patterns [5]. Apriori 
helps a lot in learning the association rule also. Since Apriori is the fundamental algorithm for finding out the 
frequent patterns, it works on the transaction database which is having the details regarding the items 
purchased by the customer. The main feature of the algorithm is to get the very useful information from the 
large database. For example, the information that a customer who bought mobile phone will also be likely to 
buy memory card can be attained from the following association rule: 
 

Support (Mobile phone  memory card) 
 
No. of transactions containing both mobile phone and memory card 
No. of total transactions 
 
Confidence (Mobile phone  memory card): 
 
No. of transactions containing both mobile phone and memory card 
No. of transactions containing (Mobile phone) 

 
 The goal of the algorithm is to find the rules which satisfy the minimum support and minimum 
confidence. 
 
Working of the Apriori 
 
 All the frequent item set should be found out. Items whose existence in the database are more than 
or equal to the minimum support should be considered and through this the frequent items are acquired. Then 
the frequent item sets have to be found out. For this, from the frequent item sets attained, candidates have to 



  ISSN: 0975-8585 

November–December 2016  RJPBCS 7(6)  Page No. 1052 

be generated. Now the results should be pruned to attain the frequent item sets. Now this frequent item sets 
will be used to generate the strong association rules which should satisfy the minimum support and 
confidence threshold.  
 
INCIDENCE MATRIX 
 

Incidence matrix is the matrix which contains 1's and 0's [6]. Incidence matrix shows the connection 
between two classes of objects. In this paper, incidence matrix is a very important component which is used in 
the working of the modified Apriori algorithm. Here, incidence matrix is created according to the 
corresponding transaction database. So the 1s and 0s in the incidence matrix explains the purchase status of 
the customer. If the customer has bought a particular item, there will be a corresponding entry of '1' in the 
incidence matrix, else it will be 0. This can be explained by the following example in table 2. 

 
Conversion of transaction database into incidence matrix 
 

Customer Item 1 Item 2 Item 3 

Priya Bread Butter Milk 

Ram Bread Butter - 

Ann Bread - Milk 

Riah - Butter Milk 

Meera Bread Butter  

 
Table 2: Transaction database 

 
According to the table, incidence matrix will be:  
 

1 1 1 
1 1 0 
1 0 1 
0 1 1 

  1 1 0 
 
PROPOSED ARCHITECTURE 

 
 

Fig 1: Proposed Architecture 
 

The itemset that is to be considered in the architecture is of dynamic nature. Dynamic itemset means 
the itemset which will get updated and thus the values of the itemset are not static. For finding the frequent 
patterns according to the latest dataset, Apriori algorithm is the algorithm from which the references have 
been taken. This Apriori algorithm which is the fundamental algorithm for finding the frequent patterns is 
modified and used in this system. The itemset is not directly used as the input to the program. Firstly, the 
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dataset will be converted to the corresponding incidence matrix. This incidence matrix is then taken as the 
input for the modified Apriori algorithm. The program works on the basis of the incidence matrix and the 
frequent patterns are generated according to recent dataset. The architecture is shown in figure 1. Various 
algorithms have been proposed for incremental pattern mining [7-12].  

 
SYSTEM IMPLEMENTATION 
 
Incidence matrix generation 
 

Incidence matrix is the matrix which contains zeros and ones. One is for showing the on state or 
positive and zero is for showing the off state or negative. Here, in this work, incidence matrix is generated 
according to the dynamic itemset. This helps to reduce the complexity. The example is shown in table 3. 

 

 Bread Butter Jam 

Aswin 1 1 0 

Harsha 1 1 1 

Sanuj 1 0 1 

 
Table 3: Incidence Matrix generation example 

 
This is a sample dataset. The corresponding incidence matrix generated according to the dataset is: 

1 1 0 
1 1 1 
1 0 1 

 
Pseudocode for the generation of incidence matrix:  
 

1. Input the dynamic dataset in .xls format file in which the purchase status of the customer should be 
shown either as Y or N. 

2. Check the cells of the dataset. 
3. If Y or y is found, replace it with a 1. Else, replace with 0. 

 
Modified Apriori Algorithm 
 

Apriori algorithm is the fundamental algorithm for finding the frequent patterns. Here, as the 
frequent patterns are found from a dynamic dataset the Apriori algorithm is modified accordingly. In fact, this 
is another way of finding frequent patterns. The input to this program will be the generated incidence matrix. 
The output will be the frequent patterns according to the latest dataset. 
 
Pseudocode for the modified Apriori algorithm: 
 

1. Input the incidence matrix of the corresponding transaction data set. Find the support and confidence 
for the dataset. 

2. Initialize the flag as “0” for all the items in the dataset. Also, maintain the itemset states. 
3. Find the corresponding candidate itemsets. 
4. Based on the candidate pairs, find the frequent itemset. Mark the flag as “1” and proceed. 
5. Add the frequent data to the existing dataset. 
6. As new data gets added to the transaction data base, go to step 3 and repeat. 

 
RESULTS  AND DISCUSSION 

 
The two results are: 

 Incidence matrix  
 
 



  ISSN: 0975-8585 

November–December 2016  RJPBCS 7(6)  Page No. 1054 

Incidence matrix is the corresponding matrix obtained from the dynamic dataset. Incidence matrix 
contains ones and zeros. The result is shown in figure 2. 

 

 
 

Figure 2: Incidence matrix generation 
 

 Frequent patterns 
Frequent patterns are obtained according to the latest dataset. These patterns are obtained from a 

dynamic dataset. The frequent patterns are shown in figure 3. 
 

 
 

Figure 3: Frequent patterns 
 

CONCLUSIONS 
 

 Apriori algorithm is one of the algorithms used for identifying the frequent items. The work proposes 
a modified Apriori algorithm in which the same will be working on the dynamic item sets. Modified Apriori 
algorithm is another way of detecting the repeated items. The algorithm will not directly use the dynamic item 
set. Instead it will be converted to an incidence matrix and then this incidence matrix will be used as the input 
for obtaining the frequent item sets. As the dataset is dynamic, the obtained result will also be dynamic. The 
frequent patterns obtained may not be similar always. Because each time, data will be getting updated or 
removed in the dataset and that is what actually dynamic dataset is. The data inside the dynamic dataset is not 
static and it can be changed at anytime.  
 
FUTURE  RESEARCH RECOMMENDATIONS 
 
 In future the research can be extended to work with MapReduce computation model[13]. As the 
dynamic dataset gets incremented frequently, it may not be possible for the traditional database systems to 
handle the massive quantity of data which is produced. MapReduce plays a major role in handling big datasets 
and hence can be incorporated in the future work for working with market basket dataset [14].  
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